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Abstract— Although great progress has been sparked in video
anomaly detection (VAD) by deep neural networks (DNNs),
existing solutions still fall short in two aspects: 1) The extraction
of video events cannot be both precise and comprehensive. 2) The
semantics and temporal context are under-explored. To tackle
above issues, we are inspired by cloze tests in language education
and propose a novel approach named Visual Cloze Completion
(VCC), which conducts VAD by completing visual cloze tests
(VCTs). Specifically, VCC first localizes each video event and
encloses it into a spatio-temporal cube (STC). To realize both
precise and comprehensive event extraction, appearance and
motion are used as complementary cues to mark the object region
associated with each event. For each marked region, a normalized
patch sequence is extracted from several neighboring frames and
stacked into a STC. With each patch and the patch sequence of
a STC regarded as a visual “word” and ‘“‘sentence” respectively,
we deliberately erase a certain “word” (patch) to yield a VCT.
Then, the VCT is completed by training DNNs to infer the
erased patch and its optical flow via video semantics. Meanwhile,
VCC fully exploits temporal context by alternatively erasing
each patch in temporal context and creating multiple VCTs.
Furthermore, we propose localization-level, event-level, model-
level and decision-level solutions to enhance VCC, which can
further exploit VCC’s potential and produce significant VAD
performance improvement. Extensive experiments demonstrate
that VCC achieves highly competitive VAD performance.

Index Terms— Video anomaly detection, visual cloze tests.

I. INTRODUCTION

IDEO anomaly detection (VAD) [1], which aims to auto-

matically detect abnormal events in surveillance videos,
enjoys enormous potential to various security-critical realms
like municipal management, traffic monitoring and emergency
reaction. Formally, VAD refers to detecting suspicious video
events that deviate from the normal routine. With many
attempts made [1], VAD remains a challenging task. This can
be ascribed to the scarcity, ambiguity and unpredictability of
anomalies [2], which renders the direct modeling of abnormal
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events unrealistic. As a result, VAD usually follows the one-
class classification setup [3]: At the training stage, videos with
only normal events are collected as they are highly accessible.
A normality model is then built with those normal videos. For
inference, all events that do not comply with this normality
model are viewed as abnormal. As the labels for anomalies and
normal sub-classes are both absent, VAD is usually addressed
by unsupervised or self-supervised approaches. In the litera-
ture, VAD solutions can be categorized into the classic VAD
methods and recent DNN based VAD methods (reviewed in
Sec. II). Classic VAD relies on hand-crafted descriptors to
extract features from videos, while features are then fed into
classic anomaly detection models for VAD. By contrast, DNN
based VAD is inspired by DNN’s success in numerous vision
tasks [4]. It not only avoids complex feature engineering, but
also achieves superior performance to classic VAD.

Despite the remarkable success and dominant role of DNN
based VAD, we notice its two prominent issues: (1) Existing
methods for DNN based VAD cannot achieve a both precise
and comprehensive extraction of video events in the first
place. As discussed in Sec. III-A.l.a, “precise” refers to
localizing a video event with a compact bounding box, while
“comprehensive” means extracting all video events without
omission. Early VAD methods usually extract video events
by a multi-scale sliding window [5], [6], but it often splits
one object into multiple windows, which leads to imprecise
extraction. Meanwhile, some VAD methods like [7], [8],
and [9] simply overlook the event extraction by learning
on a per-frame basis. However, such a way is vulnerable
to several problems, e.g. scale variations due to foreground
depth as well as foreground-background imbalance [10], [11].
Recently, few works [12], [13], [14] achieve more precise
extraction by a pre-trained generic object detector, but another
fatal “closed world” problem arises: The pre-trained detector
is unable to recognize novel foreground, thus leading to
non-comprehensive event extraction. More importantly, the
subjects of many abnormal events are intrinsically novel due
to VAD’s nature.

(2) Existing methods for DNN based VAD usually cannot
fully exploit the video semantics and temporal context to
discriminate anomalies. As illustrated by Fig. 1, DNN based
VAD typically follows two learning paradigms (reconstruction
or frame prediction), but they are both unsatisfactory: Recon-
struction based methods learn to reconstruct normal events
and view poorly reconstructed events as abnormal. However,
simple reconstruction drives DNNs to memorize low-level
details rather than meaningful semantics [15], while abnor-
mal events are also reconstructed well in many cases [16].
By contrast, frame prediction based methods aim to predict
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(c) Visual Cloze Completion (VCC)

Learning paradigm comparison for DNN based VAD. (a) Reconstruction based methods train DNN to reconstruct data collected from normal training

videos. (b) Frame prediction based methods take previous frames as inputs of DNN to predict current frame. (¢) VCC first encloses video events with STCs
in a both precise and comprehensive manner. Different types of VCTs are then created by erasing the patch at different temporal positions. Afterwards,
a separated DNN is trained to complete each type of VCTs with the generated patch or auxiliary information. Note that cubes used for reconstruction are
different from STCs in VCC, as they are yielded by a relatively coarse strategy and cannot enclose video events both precisely and comprehensively.

a normal video frame from previous frames, and poorly
predicted frames are believed to contain anomalies. Prediction
avoids reducing training loss by simply memorizing low-level
details. Nevertheless, it typically scores each video frame only
by the prediction errors of a single frame, whilst the temporal
context with valuable clues is not fully exploited.

Unlike many recent efforts that focus on searching better
DNN architectures for reconstruction or frame prediction,
we are inspired by the popular cloze test in language study,
and propose a new paradigm named Visual Cloze Completion
(VCC). As Fig. 1 shows, the core idea of VCC is to train
DNNSs to complete a series of visual cloze tests (VCTs), which
comprises of two major steps: (1) Extracting video events to
construct VCTs. To harvest video events in a both precise
and comprehensive way, we leverage appearance and motion
as mutually complementary cues to localize the foreground
object region associated with each event. Based on localization
results, a normalized patch sequence is extracted and stacked
into one spatio-temporal cube (STC), which serves as the
enclosure of a video event. With each patch in STC compared
to a “word”, we can view the whole patch sequence of the
STC as a “sentence”. In this way, a VCT can be constructed
by erasing a certain “word” (patch) in the “sentence” (STC).
(2) Learning to complete VCTs. Specifically, DNNs are trained
to “answer” the VCT by inferring the erased patch, which
requires DNNs to attend to the video semantics (e.g. high-
level body parts) rather than only low-level details. Meanwhile,
VCC is equipped with two ensemble strategies, VCT type
ensemble and modality ensemble: VCT type ensemble creates
multiple types of VCTs by alternatively erasing each patch
in STC, which allows each patch in the temporal context to
be considered. Modality ensemble requires DNNs to infer the
erased patch’s optical flow, which incorporates richer motion
semantics like appearance-motion correspondence. In this way,
the proposed VCC paradigm is able to handle the above two
issues effectively for better VAD performance.

A preliminary version of this paper is presented in [17].
Compared with [17], we mainly extend the original work
in terms of five aspects: (1) We improve the motion cue to
achieve more robust foreground localization. This enables the
localization results to be more noise-resistant, and produces
less artifacts and misinterpreted video events. (2) We design a
spatially-localized strategy to alleviate the scale variation prob-
lem during video event extraction. The strategy enables video

events extracted from one local spatial region are modeled
separately, which ensures video events with the comparable
scale to be processed by DNNs. (3) We design a new DNN
architecture named spatio-temporal UNet (ST-UNet), which
makes it possible to build a stronger normality model for VAD.
When compared with the standard UNet used in [17], ST-UNet
synthesizes a recurrent network structure to accumulate tem-
poral context information in STCs and produce high-level
feature maps, which facilitates the proposed VCC paradigm
to learn richer video semantics. (4) We design a mixed score
metric and a score rectification strategy, which prove to be
simple but highly effective strategies for the anomaly decision
stage. (5) We carry out more extensive experiments on various
benchmark datasets to justify the effectiveness of VCC, and
more in-depth analysis and discussion are also provided. In this
paper, our main contributions are summarized below:

« We propose a novel video event extraction pipeline by
leveraging both appearance and motion as mutually com-
plementary cues. To our best knowledge, this is the first
VAD work to explicitly clarify the necessity of a both
precise and comprehensive video foreground localization,
which overcomes the “closed-world” problem and lays a
firm foundation for VAD in the first place.

o« We propose to conduct VAD by building and com-
pleting VCTs, which offers a promising alternative
to frequently-used reconstruction or frame prediction
paradigm.

« We propose VCT type ensemble and modality ensemble
strategy respectively, so as to fully exploit the temporal
context and motion information in video events.

o We further propose localization-level, event-level, model-
level and decision-level solutions respectively to further
enhance VCC, which enables us to better develop VCC’s
potential and obtain remarkable performance gain.

Extensive experiments demonstrate that VCC can achieve

highly competitive VAD performance, and it is detailed below.

II. RELATED WORK
A. Classic VAD

Classic VAD methods [18], [19], [20], [21], [22], [23],
[24], [25] are usually comprised of two stages: The feature
extraction stage based on carefully designed hand-crafted
feature descriptors, as well as a separated VAD stage based on
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classic anomaly detection methods. In the feature extraction
stage, feature descriptors have been thoroughly explored, e.g.
dynamic texture [21], optical flow [26], [27], spatio-temporal
gradients [28], [29]. In the subsequent VAD stage, features of
video events are fed into a classic anomaly detection method
to model normality and discern anomalies. Various methods
have been explored for this purpose, e.g. sparse coding and its
variants [30], [31], one-class classifier [32], [33], sociology or
nature inspired models [34], [35]. As feature engineering can
be tedious and complex, many recent researches have turned
to DNN based VAD.

B. DNN Based VAD

Instead of extracting features from video events by manually
designed descriptors, DNN based VAD aims to learn proper
features automatically from video events via DNNs. Learned
features can be either fed into a classic anomaly detection
method, or directly used for end-to-end VAD. With only
roughly labeled normal videos for training, most DNN based
VAD methods follow a reconstruction or frame prediction
paradigm: (1) Reconstruction based methods learn to recon-
struct normal video events in training, and assume that a
poor reconstruction indicates the emergence of an abnormal
event. Deep autoencoder (AE) and its variants are the most
frequently-used model for reconstruction: The pioneer work
from Xu et al. [36] introduces fully-connected stacked denois-
ing AE to address VAD, and its improved version is reported
in [5]; Hasan et al. [37] leverage convolutional AE (CAE) as
an alternative to AE, since CAE is more suitable for mod-
eling images and videos. Then, numerous CAE variants are
explored in recent research, such as Winner-take-all CAE [38],
Long Short Term Memory based CAE [39], variational AE
(VAE) [40] and memory-augmented AE [16]; Wang et al. [41]
propose to combine VAE and UNet to achieve more accurate
pixel-wise reconstruction; Abati et al. [42] propose a combi-
nation of AE and a parametric density estimator. Besides,
the cross-modality reconstruction [8], [43] is shown to be
promising. Apart from AE, other types of DNNs like sparse
coding based recurrent neural network (RNN) [44], [45], [46]
and generative adversarial network [47], [48], [49] are also
explored for reconstruction based VAD. Recently, other tech-
niques are utilized to incorporate AE to achieve reconstruction
based VAD, such as fast sparse coding [50], deep embed-
ded clustering [51], deep k-means [52], deep support vector
domain description [53]. (2) Frame prediction based methods
learn to predict current frames by previous frames, while
a poorly predicted frame is assumed to contain anomalies.
Liu et al. [7] for the first time validate frame prediction as a
useful baseline for DNN based VAD, and they also impose
appearance and motion constraints to guarantee the quality of
predicting normal events. Afterwards, Lu et al. [54] improve
prediction by a convolutional variational RNN model. Since
prediction on a per-frame basis leads to the bias towards
background [10], Zhou et al. [11] introduce the attention
mechanism in prediction. Other methods [55], [56], [57], [58]
are also proposed to enhance prediction, such as bidirectional
prediction [59], multi-timescale prediction [60], multi-space
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prediction [61], multi-path prediction [62]. Another natu-
ral instinct is to combine prediction with reconstruction
into a hybrid paradigm [9], [63], [64], [65], [66]. In addi-
tion to reconstruction and frame prediction, other DNN
based methods [67], [68], [69], [70], [71], [72], [73] are
also explored. Hinami et al. [12] propose to detect and
recount abnormal events by integrating a generic model and
environment-dependent anomaly detectors. Wang et al. [74]
introduce contrastive learning to VAD.

III. THE PROPOSED METHOD
A. Basic Visual Cloze Completion (VCC)

1) Video Event Extraction: An appropriate representation
of video events is the foundation for good VAD performance.
To this end, we simply assume that a video event is supposed
to enclose a subject (i.e., a foreground object) and its activity
during a temporal interval. Therefore, a natural solution is to
enclose a video event by a spatio-temporal cube (STC) denoted
by V. To build a STC, the spatial region of the subject on
the video frame, which is viewed as the region of interest
(Rol) here, should be marked by a bounding box. With the
location of this Rol, a patch sequence (pi,---, pp) with D
patches is extracted from the current and (D — 1) temporally
adjacent frames to describe the activity of this subject. Since
DNNs usually take fixed-size inputs, we resize those patches
into & x w new patches (p},---, p)p) and stack them into a
hxwx D STC: V = [p];---: pp]. Note that we use a small
D because it facilitates us to safely assume that the subject of
video event stays in the Rol during the short temporal interval.

a) Motivation: To extract high-quality STCs to represent
video events, the key is to localize Rols of foreground objects.
In this paper, we argue that the localization should be both
precise and comprehensive. Specifically, precise localization
expects the whole region of a foreground object to be cov-
ered by a compact bounding box, while the box contains
minimal background; comprehensive localization requires all
foreground objects to be extracted without omission. However,
as discussed by the first issue in Sec. I, existing VAD methods
fail to realize precise and comprehensive localization simulta-
neously, and we intuitively illustrate this in Fig. 2: The classic
sliding window strategy often splits one foreground object
by several windows (Fig. 2 (a)); Motion based localization
cannot discriminate different objects and extract excessive
irrelevant background (Fig. 2 (b)); The object detector that
only uses appearance cues tends to omit novel or blurring
objects (Fig. 2 (c)). Thus, such localization hinders DNNs
from building a good normal event model and undermines
VAD performance.

To this end, we recall that a video event is defined to be
a foreground object and its activity. Thus, both appearance
cues from objects and motion cues from their activities need
to be considered for extracting Rols. As to appearance cues,
the impressive success of modern object detection [13], [75]
naturally motivates us to leverage a generic object detector,
which can exploit appearance cues efficiently for localization.
With generic knowledge from large-scale real-world datasets
like Microsoft COCO [76], the pre-trained detector is able
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Comparison of Rol localization: Imprecise localization will be produced by sliding window (a) or motion only (b), while non-comprehensive

localization will be yielded by appearance only (c). Both precise and comprehensive localization can be achieved by the proposed pipeline (d).

Object Detection
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Spatio-Temporal Cube
(Video Event)
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(D-1) Frames Current Frame
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Fig. 3. Video event extraction pipeline: (1) Appearance based Rol extraction (green): It utilizes a pre-trained object detector and some efficient filtering rules
to extract appearance based Rols. (2) Motion based Rol extraction (red): First, the motion map of the current frame is binarized by magnitude into a binary
map. Then, the highlighted pixels in appearance based Rols are subtracted from the binary map. Finally, contour detection and thresholding are applied to the
binary map to obtain motion based Rols. (3) Spatio-temporal cube (STC) construction (yellow): For each Rol, patches from the current frame and (D — 1)
previous frames are extracted. D patches are then resized and stacked into a STC, which encloses a video event.

to extract the majority of daily objects (e.g. humans and
vehicles) in a highly precise manner. However, as illus-
trated in Sec. I, Rol extraction with only appearance cues is
non-comprehensive due to the fatal “closed-world” problem.
To this end, motion cues provide valuable complementary
information to localize omitted foreground objects, which
enables us to overcome the ‘“closed-world” problem and
accomplish more comprehensive Rol extraction. Inspired by
those ideas, we propose a new pipeline with both appearance
based and motion based Rol extraction, which are presented
below.

b) Appearance based Rol extraction: With a pre-trained
generic object detector M and a raw frame I, from videos
as inputs, appearance based Rol extraction intends to yield a
Rol set B, via appearance cues of foreground objects, where
B, C R* and each item bap € B, stands for a Rol marked
by a bounding box. Note that a bounding box is represented
by a 4-D vector that contains the coordinates of its top-left
and bottom-right vertex. As the green part in Fig. 3 shows,
I, is sent into M to produce a preliminary Rol set B, by
selecting those output bounding boxes with confidence scores
larger than a threshold T;. The output class labels from M
are discarded, i.e. M is only used to provide localization and

no fine-grained class information is exploited. Afterwards, two
efficient rules are designed to remove Rols that are evidently
undesirable: (1) Rol area threshold T,, which eliminates overly
small Rols. (2) Overlapping ratio 7,, which deletes nested
or significantly overlapped Rols in B,,. Thus, we can assure
that extracted Rols based on appearance cues provide precise
localization of most foreground objects in daily life.

c) Motion based Rol extraction: To localize foreground
objects beyond the coverage of the pre-trained detector, motion
based Rol extraction exploits motion cues to provide a sup-
plementary bounding box set B,,. Specifically, as can be seen
in the red part of Fig. 3, we first introduce a motion map
I,,, which contains the motion magnitude of each pixel on
the current frame, as our motion cues. To obtain I, the most
straightforward way is to compute temporal gradients with two
consecutive frames [17], and other sophisticated means can
also be explored for better computation of I, (discussed in
Sec. III-B.1). With such a motion map, we can simply binarize
the motion map by a threshold 7}, and yield a binary map that
manifests Rol regions with drastic motion. Rather than a direct
localization on this binary map, we first substract appearance
based Rols in B, from the map, which facilitates more precise
motion based Rol extraction for two reasons: First, such
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Algorithm 1 The Proposed Rol Extraction Pipeline

1: Input: Frame /, and its motion map I,,, pre-trained object
detector M, threshold T, T,, T,, Tp, Ty,

2: Output: Rols represented by a bounding box set B

3: Byp < ObjDet(1,, M, T;)  # Object detection

4. B, ={} # Rule based filtering

5: for by, € By, do

6: if Area(byp) > T, & Overlap(bap, Bap) < T, then
7: By, = B, U {byp}

8: end if

9: end for

10: I,ff’) < Bin(l,,Tp) # Motion map binarization

1Y « RorSub(I?, B,) # Remove Rols in B,
12: C < Contour Det (I,ff)) # Contour detection

13: By, = {}

14: for c € C do

15: b, = Contour Box(c)

16:  if Area(by) > T, &

—
—_

# Get contour bounding box
% < AspectRatio(by) <

T, then
17: B,, = B, U {b,;}
18:  end if
19: end for

20: B = B, U By,

subtraction encourages the localization process to focus on
those omitted foreground objects and produce more precise
Rols for them, otherwise the overlap of multiple objects will
generate large connected Rols (see Fig. 2 (b)). Second, the
subtraction also avoids redundant computing overhead. Finally,
we conduct contour detection to obtain the Rol contour, which
then gives us the corresponding bounding box b,,. Similarly,
we adopt two filtering rules (Rol area threshold 7, and
maximum aspect-ratio threshold 7,,) to refine motion based
Rols into a set B,,. The final Rol set B is the union of two
complementary Rol sets B = B, U B,,, and the entire Rol
extraction pipeline is summarized by Algorithm 1 and Fig. 3.
With those Rols, we are able to extract high-quality STCs and
then construct VCTs for DNNs to solve.

2) Visual Cloze Tests (VCTs): With extracted high-quality
STCs, our next step is to build a normality model by some
learning paradigm. However, just as we discussed by the
second issue in Sec. I, frequently-used reconstruction or frame
prediction paradigm cannot fully exploit video semantics and
temporal context information. To remedy this problem, we are
inspired by popular cloze test, which requires students to
complete an incomplete text with certain words or phases
deliberately erased, so as to test students’ grasp of the
semantics and their ability to exploit context information [77].
In natural language processing (NLP), this idea has been
explored to build large-scale language model [78]. Since video
semantics and context information are also of paramount
importance to discriminating abnormal events, we are naturally
inspired to design visual cloze tests (VCTs) as a counterpart of
cloze test in computer vision. As we assume a video event to
be enclosed by a STC, the patch sequence of the STC naturally
corresponds to a visual “sentence” that describes the video
event, while a patch p; can be viewed a visual “word”. With
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such an analog, a VCT can be built by erasing any patch p;
from a STC. To complete the VCT, DNNs are required to give
an inferred patch p!, which is supposed to be as close to p;
as possible.

VCTs bring two benefits: (1) To complete a VCT, DNNs are
encouraged to capture video semantics in STC. For example,
consider a video event that describes a walking person. DNNs
must attend to the motion of some key high-level parts (e.g.
the forwarding leg and swinging arm) in STC to realize a
good completion. (2) Since any patch in a STC can be erased
to create a VCT, we can readily build multiple VCTs by
erasing every possible patch. In this way, the temporal context
is fully exploited by considering each patch in this context for
completion. In this paper, our VCC method performs VAD
by two types of VCT completion, appearance completion
and motion completion, and equip them with two ensemble
strategies. We illustrate appearance and motion completion for
a type-i VCT in Fig. 4 and detail them below.

a) Appearance completion: With the j-th extracted event
denoted by the STC V; = [p} -+ p} pl. a VCT V{ =
Py Pl Plipai - Py pls i € {1,--- D} is built by
erasing the i-th patch p;., ; of V; (see the blue part in Fig. 4).
It should be noted that any VCT built by erasing the i-th patch
of a STC is called a type-i VCT, and all type—i VCTs are
collected as the type-i VCT set VO = (v ... "}, where
N is the number of extracted video events (STCs) Afterwards
as shown by green part in Fig. 4, a type-i VCT V in Y@
and its corresponding erased patch p’, i are viewed as the input
and completion goal respectively to train a generative DNN

() which then generates a patch P = ,l(l)(V.(’)) to fill the

“blank” of the VCT Vj(l). @ can be implemented by multiple
network architectures, e.g. a standard UNet used in basic VCC,
and we will explore a more sophisticated solution later (see
Sec. III-B.3). To train fa , we minimize the appearance loss,
which computes the difference between the erased patches and
inferred patches for type-i VCT set V@:

an,,

Note that we slightly abuse the notation by viewing p}, ; ( ﬁ}, D
as the column vector yielded by concatenating all columns of
the original 2D patch p}’ i ( 15; ;). Since the goal of appearance
completion is normalized small patches, we discover that a
simple appearance loss like Eq. 1 is sufficient for yielding
high-quality completions for VCT. Thus, adversarial training
in frame based VAD methods like [7] is unnecessary for our
patch based completion. It should be noted that the DNN

D only handles VCTs from the type-i VCT set V(') which

enables fa') to be more specialized and easier to train.

Since DNNS are trained to complete VCTs created by only
normal events, it is difficult for DNNs to complete VCTs
from unseen abnormal events, which would lead to larger
completion errors for abnormal events. Thus, we can measure
the quality of completions to compute the anomaly score to
realize VAD. To this end, we can flexibly select any score
metric Sﬁ,’)(ﬁ;’i, p;-’i), such as mean square error (MSE) or

L = il (1)
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i-th patch used as the learning target

Video Event
Erase the i-th Patch

D Type-i VCT

Train: Appearance Loss L‘(j)
o . T
~ === Inference: Appearance Scores(gi) —.

Appearance Completion Optical Flow

Train: Motion Loss g(i)
Generate ' e — m_o_ -,'
—

7 .
f( ) Inference: Motion Score Sy,

Motion Completion

Fig. 4. The basic procedure of VCC based VAD approach: (1) Constructing a type-i VCT (blue): The i-th patch of a STC is erased to build a type-i VCT,
while the erased patch is used as the learning target of appearance completion. (2) Appearance completion (green): To complete the VCT, a DNN takes the
patches in VCT as input and learns to generate the erased patch. (3) Motion completion (red): Another DNN takes the VCT as input and learns to generate

the optical flow patch of the erased patch.

Peak Signal to Noise Ratio (PSNR) [7], to compute completion
errors and yield the anomaly score of patch p}, ;- In fact, our
preliminary work [17] shows that choosing S\ ( ﬁ;. i p} ;) to
be MSE proves to be very effective to score anomalies, but we
will show that a mixed score that combines different metrics
can boost the VAD performance (see Sec. I1I-B.4).

b) Motion completion: Motion is the other important
attribute of videos, so we also take motion information
into account when building and completing VCTs. For this
purpose, dense optical flow can be leveraged as a highly
accessible and effective representation of per-pixel motion
in videos. Concretely, it estimates the motion displacement
(dx,dy) of the pixel at the position (x,y) between two
consecutive frames with time interval d¢, which are assumed
to satisfy P(x,y,t) = P(x + dx,y + dy,t + dt), where
P(x, y,t) denotes the pixel intensity at the position (x, y) for
time ¢. Optical flow can be computed by either classic methods
or DNN based methods [79]. For efficiency, we estimate the
dense optical flow by a pre-trained FlowNetv2 model [80].
With estimated optical flow map of each frame, we can obtain
optical flow patches (0; 1, ---0; p) that correspond to video
patches (pj1,---pjp) in V;, and resize them into & X w
patches (0’/.!1, . .o’jy p)- Motion completion requires a DNN

,ff) to infer the optical flow patch of the erased patch p;.) ;

by Vj(i), ie. 5/”- = ,i,i)(V;i)), so as to make the inferred
optical flow 6/ji to be as close to o/j ; as possible. Similar to

appearance completion, fn(f) is trained with motion loss E,(,i):

1 N
) =5 218, = 0lill3
=1

Likewise, we use the same way as appearance to define
the motion anomaly score 8,5;)(5; l.,o’j ;) during inference.
With motion completion, we encduragé the DNN to infer
the motion statistics from the temporal context provided by
VCTs, which enables it to consider richer video semantics like
appearance-motion correspondence of foreground objects.

c) Ensemble strategies: Ensemble technique enables one
to establish a more effective model by joining several mod-
els [81]. We propose to equip VCTs with two ensemble
strategies, so as to fully unleash its potential: (1) VCT type
ensemble. To fully exploit the temporal context for VAD, each

2

patch in the temporal context of a video event (STC) should
be involved when computing the video event’s anomaly score.
To this end, we notice that one STC will produce D different
VCTs, thus making it possible to consider each patch in the
temporal context for completion. Therefore, we propose to
compute the final appearance anomaly score for a video event
by an ensemble of scores, which are obtained by completing
all different types of VCTs created from this event:

1<
SV =4 > s

i=1

When sé‘)(ﬁg.,,., P or S,(,i)(é’j’i,o’j’,.) is used as SO,
we yield the final appearance anomaly score S, (V;) or motion
anomaly score S, (V). (2) Modality ensemble. To fuse results
from appearance and motion to yield the overall anomaly
score, we use a weighted sum of S,;(V;) and S,,(V;) to
compute the overall anomaly score S(V;) for a video event

VjZ

3)

a (Vi) — _a m (Vi) — _m
S(Vj)zwaS( D=8y, SV =S )
Oa Om

where S,, 6,4, Sy, 0 are the means and standard deviations of
appearance and motion scores for all events in the training set,
which are used to normalize appearance and motion anomaly
scores into the same scale. To score a frame, the maximum of
all events’ scores on a frame is the frame score.

B. Enhanced Visual Cloze Completion

Although basic VCC already performs satisfactorily, this
section will further introduce localization-level, event-level,
model-level and decision-level enhancement solutions, which
aggregate into the enhanced VCC for even better performance.

1) Localization-Level Enhancement: As discussed in Sec.
II-A.1.c, localization of motion based Rols requires to com-
pute the motion map I,, which is yielded by computing
temporal gradients in our previous work [17]. Nevertheless,
computing I, by temporal gradients suffer from two major
drawbacks: First, the appearance of foreground objects will
impose a significant influence on the magnitude of temporal
gradients, which makes them less reliable to reflect motion.
For example, two pedestrians with the same speed may pro-
duce different temporal gradients when they are in clothes with
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—

(b) Optical Flow Based Motion Rol ractfdn

Fig. 5. Comparison of different motion cues for motion based Rol extraction.

different colors. Second, temporal gradients are susceptible to
low-level noises. These noises can be pervasive in real-world
videos due to various factors like illumination changes or
gentle vibration of camera. Disturbed by low-level noises,
temporal gradients could generate massive low-level artifacts
in motion map (see Fig. 5 (a)). Even after the rule based
filtering, some artifacts are still misinterpreted as Rols.

Motivated by observations above, we propose to employ
optical flow maps as more robust motion cues in this paper.
When compared with temporal gradients, optical flow is
blessed with several strengths: First, optical flow is insensitive
to appearance, as it is based on correspondence rather than
intensity changes. Second, optical flow, which is estimated
by pre-trained FlowNetv2 model, is more robust to low-level
noises, owing to FlowNetv2’s correlation layer for high-level
features and stacked architecture for noise reduction [80].
Third, optical flow is required for motion completion (see Sec.
III-A.2.b), so no additional computation is actually required.
As the example shows in Fig. 5 (b), we can yield a smoother
binary map with less low-level artifacts to indicate motion
regions when the optical flow map is used as I,,, and misin-
terpreted Rols are effectively removed. As a result, improving
motion cues by optical flow is able to enhance VCC by more
precise motion based Rol localization, which leads to better
performance. Besides, optical flow’s robustness also makes it
easier to determine the binarization threshold 7}, as value of
T, can be unified among different datasets regardless of the
differences in objects’ appearance and scenarios.

2) Event-Level Enhancement: Video events in many
real-world scenarios are influenced by varied foreground
depth. With different depth, the same type of video events
may exhibit different sizes and scales, which pose an important
challenge to modeling and inference. For example, in a typical
scene from UCSDpedl dataset (see Fig. 6), pedestrians at
the bottom left corner have obviously larger size and motion
(optical flow) magnitude than those at the top right corner.
Hence, video events from the same category (pedestrian walk-
ing) suffer from a large intra-class difference that undermines
the one-class learning for VAD. Although our video event
extraction scheme somewhat alleviates this problem by nor-
malizing all Rols into the same size, it does not address this
problem from the root for two reasons: First, the normalization
is performed spatially, while the motion magnitude cannot be
adjusted by spatial interpolation. Second, foreground objects
with different depths have different levels of clarity, which
cannot be changed by normalization.
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The spatially-localized strategy for block-based learning and infer-

To mitigate this issue, we design a spatially-localized strat-
egy to assist video event extraction and modeling. As shown
in Fig. 6, the core idea of the spatially-localized strategy is to
divide the video frame into several local spatial regions, a.k.a.
blocks. Since each block only covers a local spatial region,
we can safely assume that all foreground objects in this block
share similar depth. Afterwards, video events in one block
are modeled or tested in a separated manner, so as to enable
DNNs to only handle video events with a comparable scale.
For example, when dividing the video frame into 9 blocks
according to Fig. 6 (left), each block separately collects the
assigned video events to train independent DNNs for learning
and inference. To assign a video event to a block, a simple
and natural criterion is to assign it to the block that enjoys
maximum overlap with the video event’s bounding box. Based
on this criterion, we propose to introduce a simple theorem
below to efficiently determine the assignment of video events:

Theorem 1: Given an arbitrary 2-D rectangle b in a 2-D
plane, the plane is uniformly partitioned into rectangular local
regions {R;}7°, with any size. If the rectangle b’s geometric
center cp and the ks, local region Ry satisfy cp € Ry, the
overlap area O(b, Ry) of b and Ry satisfies:

O(b, Ry) = sup{O(b, Ri)} &)

The above conclusion can be generalized to any n-D hyper-
space, where n is an positive integer.

The proof of Theorem 1 is given in supplementary material.
Theorem 1 reveals that we can simply determine if a video
event belongs to a block by checking whether the center
of its bounding box (red dots in Fig. 6) lies in this block,
since it guarantees a maximum overlap. Note that Theorem
1 holds only when the video frame is uniformly partitioned
into rectangle blocks like Fig. 6. However, more fine-grained
irregular division is also applicable: One can simply select a
single frame from the training videos, and manually divide
the frame into several irregular blocks that better describe
the depth of different spatial regions, which actually requires
minimal cost and labor. Since the surveillance videos usually
share fixed background, the division can be fixed in later pro-
cess. More importantly, a well-designed block division allows
the block-based models to detect location-specific anomalies,
which can be difficult to detect and often ignored by most VAD
methods. Taking UCSDpedl dataset as an example, people
walking on the sidewalk are normal, while people walking
on the lawn are anomalous. When the lawn is divided into a
separate block, people who walk on the grass can be easily
detected as abnormal in inference, as almost no objects appear
on the grass in the training videos.
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ST-UNet architecture, except that f‘fi) has 3 output channels corresponding to erased patch p
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3) Model-Level Enhancement: As discussed above, VCC
can serve as a paradigm-level solution to fully exploit the
video semantics and temporal context information for VAD.
However, the standard UNet [82] used in basic VCC [17]
mainly focus on the spatial information of a patch, while it
does not model the temporal correlation among patches in a
STC explicitly. Thus, it is natural to develop a model-level
solution that is specifically tailored for this goal. To endow
UNet with the ability to explicitly model temporal information,
we naturally resort to convolutional long-short-term-memory
(CLSTM) [83], the well-known model for handling temporal
correlation. By combining CLSTM and UNet, we design
a new DNN architecture named spatio-temporal UNet (ST-
UNet), which is more compatiable with our VCC paradigm.
Specifically, the core idea of ST-UNet is to synthesize a
CLSTM module into the UNet module. For a type-i VCT
VI =1p s Phiop Piiii Pjph i €11, - D}, each
t1me the #, patch p ¢ is fed into the CLSTM module to
compute /; @ ,F; @ 0(') which correspond the control signals
of input gate forget gate and output gate respectively:

1{) = sigmoid(Wpe @ 1, + Whe ® H')_, + by)

Jst
Fj(lt) =sigmoid(W,r ® p] (T Wi ® H(l) _1+bp)
0Y) = sigmoid(Wpo ® p';, + Wio ® H}ft)f] +by) (6
where Wpe, Wypr, Wpo, Whe, Wiyp, Wy, are learnable convo-

lutional kernels, and b,, by, b, denote the associated biases.
H; @ ) _ represents a high-level embedding of the previous patch
Pt which aims to involve the influence of temporal history,
while ® denotes the convolution operation. With /; )  F; «
to control the influx and outflux of the past and present
information (recorded in C (l)l and C (l)) the current cell state

Cj(’i in CLSTM module can be calculated as:

&
C(l)

= tanh(Wpe ® p'i, + Wpe ® H,(lz) 1 +bc)
F(z) Ct(l)l I(z) é;l? @)

where Wy, Wy and b, denotes the convolutional weights
and bias, and o is the Hadamard product. With the cell state

ST-UNet architecture: Parameters of CLSTM is shared. Appearance completion network f, @ and motlon completion network f, ()
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C (’) and the control signal for output gate 0( the high-level

embeddmg H](t) of current patch pj’ , 18 computed by:

H{) = 0Y) otanh(C\)) (8)

In this way, each patch p in the VCT V() is sequentially
fed into CLSTM and transformed into a hrgh level embedding
H ]’ . HJ’.’ ; is not only expected to abstract the current patch into
a high-level embedding with richer semantics, but also involve
the temporal history information of past patches. Since H j’[
contains richer semantics and temporal context information,
we can collect all high -level embeddings and compute an
overall embedding H ) for the type-i VCT of j;, video event,

Vj( ), with a fusion functron F():

@) @) (@) @) (i
H' F(Hj'l,--~iji H]'l+],~ H'D) 9
F(:) can be implemented by various means, e.g. an

element-wise operator or a convolution layer, while we simply
choose F'(-) to be the element-wise summation in this paper.
H](.l) enables us to maximally record the video semantics and
temporal context information from the VCT. Therefore, instead
of raw patches from STCs, H @) is then fed into the UNet
module to obtain the completion results to the VCT:

i = Ua(H)

&, = Un(H") (10)

where U, and U,, represents the case for appearance and
motion completion respectively. Compared with the prelim-
inary work that adopts standard UNet for VCC [17], the
proposed ST-UNet enjoys three advantages: First, the intro-
duction of CLSTM module enables us to explicitly model
the temporal correlation of patches in STCs on the model
level; Second, the model can maximally exploit the temporal
context by fusing the high-level embedding of all patches
in the VCT into an overall embedding; Third, by feeding
the overall embedding rather than raw patches into the UNet
module, we can encourage DNNs to achieve a better utilization
of high-level video semantics for VCT completion. Our later
evaluation suggests that using ST-UNet as DNN architecture
constantly outperforms UNet in VCC.
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4) Decision-Level Enhancement: At the decision stage, the
anomaly score metric and post-processing also exert a huge
influence on VAD performance. Although our preliminary
work [17] show that MSE could be an effective score met-
ric, it suffers from weaknesses, e.g. excessive emphasis on
per-pixel error and negligence of high-level structure. To over-
come such weaknesses, we propose to introduce Structural
Similarity (SSIM) [84] as a supplementary score metric to
MSE. Taking a video event V; and its inferred STC V; as
an example, the SSIM based anomaly score is computed as
follows:

Cuy;py, +c)Q2oy . +c2)

‘SSS(Vjv ‘7])21_ 2 2 2 2
(Mvj + /ij + Cl)(ovj + 0‘7/_ +c2)

(1)

where (u Vjs OV /.) and (u v 0"7j) denote the mean and standard
deviation of pixel intensity for V; and \7j respectively. Oy, is
the covariance between the pixels in V; and \7]-, while c'l and
¢z are constants. By mixing the MSE based anomaly score
Smse(Vj, Vj) = |V; — V;|13 and SSIM based anomaly score
Sss(Vj, V;), we can yield an enhanced anomaly score:
- Suse(Vi, V) =S Sis(Vj, Vi) =S

S(Vj, Vj) _ mse ( j ]) mse + wys s ( Jj ]) ss

Omse Oss

(12)

where Smse, Omses 5_'”, ogs are the means and standard devia-
tions of MSE and SSIM based anomaly scores for all STCs in
the training set. In addition to the above process that applies
SSIM to appearance completion, we also apply this process
to motion completion by replacing (V, Vj) with optical flow
and its inferred result.

In addition to the anomaly score metric, post-processing
based score rectification is another effective way to refine
the obtained anomaly scores. The motivation for score rec-
tification stems from the observation that video events are
continuous, so the anomaly scores of adjacent video frames
are supposed to be close. Therefore, it is natural for us
to rectify the anomaly score of current video frame with
those anomaly scores yielded by previous temporally adjacent
frames. Suppose that the anomaly score for the /;; frame and
its W previous frames are S;, Sj—1, - - - Sj—w, we propose the
general formulation below to calculate the rectified anomaly
score Sy

1 w
Si=- gwmszfm (13)

where wy, is a non-negative weight. Z = >, w,, is a normal-
izing factor. There are multiple ways to set the weight w,,.
For example, when w,, = 1, the post-processing is equivalent
to the temporal moving average. Besides, one can also set wy,
to obtain a 1-D Gaussian or median filter. We will compare
different types of rectification strategies in later experiments,
and the results show that even the simplest form of score
rectification can provide sound rectification.
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IV. EMPIRICAL EVALUATIONS
A. Experimental Setup

To evaluate the proposed VCC approach, we mainly con-
duct empirical evaluations on the following VAD benchmark
datasets: UCSDped2 [21], Avenue [28] and ShanghaiTech
[7], which are three most commonly-used datasets for DNN
based VAD. To further validate the effectiveness of VCC,
we additionally test our approach on three other VAD
datasets: UCSDpedl [21], UMN [92] and Subway Exit [92],
which are less reported for DNN based VAD but fre-
quently used for evaluating earlier classic VAD methods.
The quantitative evaluation of VAD is usually exercised
under either the frame-level criteria or the pixel-level crite-
ria [21]. Details of benchmark datasets and evaluation criteria
are given in supplementary material. With either criteria,
we can compute area under the curve (AUC) of Receiver
Operation Characteristic Curve (ROC) and equal error rate
(EER) as quantitative performance measure. We perform
both frame-level and pixel-level evaluation for UCSDpedl,
UCSDped2, Avenue and ShanghaiTech dataset, while only
frame-level evaluation is performed on other datasets. Imple-
mentation details of VCC are also presented in supplementary
material.

B. Performance Comparison

1) Commonly-Used Datasets: To facilitate the comparison
with vast VAD methods, our empirical evaluation is mainly
carried on three most commonly-used benchmark datasets in
DNN based VAD: UCSDped2, Avenue and ShanghaiTech.
On those datasets, we have conducted an extensive comparison
with VAD methods in the literature, including both represen-
tative classic VAD methods and state-of-the-art DNN based
VAD methods. Note that we do not compare [13] as it is
evaluated by a different way from common practice. As to
the proposed VCC, we focus on the VAD performance of the
enhanced VCC, while basic VCC’s performance [17] is also
listed for a reference. The AUC results under frequently-used
criteria are shown in Table I, while EER results and pixel-level
AUC on Avenue and ShanghaiTech are given in supplementary
material. Besides, we also visualize typical frame-level ROC
curves in Fig. 8 for an intuitive comparison. With those
results, we are able to draw the following observations:
(1) First, enhanced VCC has attained highly competitive
VAD performance on those commonly-used datasets, and it
outperforms 43 out of 45 methods by a notable margin. Specif-
ically, enhanced VCC almost conquers UCSDped2 dataset
with 99.0% frame-level AUC, which typically leads compared
VAD methods by about 2% AUC. Meanwhile, under the more
strict pixel-level criteria, VCC exhibits even more obvious
advantage by 96.8% pixel-level AUC. When it comes to more
challenging Avenue and ShanghaiTech, enhanced VCC also
achieves satisfactory performance: While the frame-level AUC
of most VAD methods are below 90% and 80% on Avenue
and ShanghaiTech respectively, our VCC yields 92.2% AUC
on Avenue and 80.2% AUC on ShanghaiTech, which are
close or comparable to more recent state-of-the-art works
[71], [72]. (2) Compared with basic VCC counterpart [17],
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Fig. 8.

TABLE I
AUC COMPARISON ON UCSDPED2, AVENUE AND SHANGHAITECH

UCSDped2 Avenue | ShanghaiTech
Type Method Frame ’ Pixel Frame F%ame
SF [34] 55.6% - - -
MDT [21] 82.9% - - -
" ) SR [26] 82.9% - - -
Classic Methods MAC [85] 90.0%  73.7% - -
GAS [35] 94.1% - - -
Unmasking [86] 82.2% - 80.6% -
CAE [37] 90.0% - 70.2% -
AMDN [5] 90.8% - - -
SRNN [44] 92.2% - 81.7% 68.0%
WTA-CAE [38] 96.6% 89.3% 82.1% -
AM-GAN [47] 93.5% - - -
LSTM [39] 88.1% - 77.0% -
R-VAE [40] 92.4% - 79.6% -
Reconstruction PDE-AE [42] 95.4% - - 72.5%
Based ‘Methods Mem-AE [16] 94.1% - 83.3% 71.2%
) N AM-Corr [8] 96.2% - 86.9% -
AnomalyNet [45] 949%  52.8% 86.1% -
SRNN-AE [46] 92.2% - 83.5% 69.6%
GEPC [51] - - - 76.1%
OGNet [49] 98.1% - - -
Clustering-AE [52] 96.5% - 86.0% 73.3%
FSCN [50] 92.8% - 85.5% -
DeepOC [53] 96.9%  95.0% | 86.6% -
Frame-Prediction [7] | 95.4% - 85.1% 72.8%
VRNN [54] 96.1% - 85.8% -
Att-prediction [11] 96.0% - 86.0% -
Multi-Prediction [60] - - 82.9% 76.0%
Frame Prediction SIGNet [59] 96.2%  48.4% 86.8% -
Based Methods Online [87] 97.2% - 86.4% 70.9%
Multispace [61] 95.4% - 86.8% 73.6%
DMMNet [88] 94.5% - - -
Bi-Prediction [89] 96.6% - 87.8% -
Multipath-Pred. [62] | 96.3% - 88.3% 76.6%
ST-CAE [63] 91.2% - 80.9% -
Hybrid of MPEDJ{}NN [64] - - - 73.4%
Recon. and Pred Mem-Guided [65] 97.0% - 88.5% 70.5%
. . AnoPCN [9] 96.8% - 86.2% 73.6%
Predictive-AE [90] 95.8% - 87.4% -
Recounting [12] 922%  89.1% - -
TCP [67] 88.4% - - -
NNC [68] - - 88.9% -
ther DN Cluster-Att [74] - - 87.0% 79.3%
3 s Scene-Aware [91] - - 89.6% 74.7%
SSMTL [71] 97.5% - 91.5% 82.4%
SSPCAB [72] - - 92.9% 83.6%
Proposed VCC Basic 97.3%  93.0% 89.6% 74.8%
Enhanced 99.0% 96.8% 92.2% 80.2%

enhanced VCC enables a significant performance advancement
(1.7%-5.4% AUC gain). Such progress has justified our solu-
tions to enhance VCC on multiple levels.

2) Other Datasets: We additionally conduct experiments on
three other VAD datasets: UCSDpedl, UMN and Subway exit.
They are less used in recent DNN based VAD research due to
some inherent limitations (detailed in supplementary material).
Nevertheless, we still test the enhanced VCC on them to offer
a comprehensive evaluation. With fewer DNN based methods,

False Positive Rate

False Positive Rate

Comparison of frame-level ROC curves on UCSDped2, Avenue and ShanghaiTech dataset.

TABLE II
PERFORMANCE COMPARISON ON UCSDPED1

Frame-level Pixel-level
Method AUC  EER  AUC  EER
SF [34] 67.5% - 19.7% -
MDT [21] 814% 250% 44.1%  58.0%
SR [26] 89.5% 19.0% 50.2%  53.0%
LSA [93] 92.7%  16.0% - -
SCL [28] 91.8% 150% 63.8% 41.0%
GPR [23] 83.8% 237% 633% 37.3%
MAC [85] 85.0% - 65.0% -
GAS [35] 93.8% - 65.1% -
Unmasking [86] 68.4% - 52.4% -
CAE [37] 81.0% 27.9% - -
WTA-CAE [38] 91.9% 14.8% 68.7%  35.7%
AMDN [5] 92.1% 16.0% 67.2% 40.1%
AM-GAN [47] 974%  80%  70.3%  35.0%
LSTM [39] 75.5% - - -
ST-CAE [63] 923%  15.3% - -
R-VAE [40] 75.0%  32.4% - -
Frame-Prediction [7]  83.1% - - -
TCP [67] 95.7%  8.0%  64.5% 40.8%
AnomalyNet [45] 835% 252%  452% -
VRNN [54] 86.3% - - -
Att-prediction [11] 83.9% - - -
FSCN [50] 824%  252% - -
DeepOC [53] 83.5% 234% 63.1% -
SIGNet [59] 86.0% - 51.6% -
DMMNet [88] 86.0% - - -
Bi-Prediction [89] 89.0% - - -
Multipath-Pred. [62]  83.4% - - -
vCC 87.7% 205% 763% 27.9%

we also include representative classic VAD methods as a
reference. The comparison is presented in Table II-IV. From
those results, we note that VCC also achieves satisfactory
VAD performance, even though those datasets are less suitable
for DNN based VAD: On UCSDpedl dataset, we note that
the proposed VCC obtains fairly competitive performance
under frame-level criteria (87.7% AUC and 20.5% EER).
Meanwhile, under the more strict pixel-level criteria, VCC
is the best performer (76.3% AUC and 27.9% EER) with
an evident advantage (typically 6%-10% AUC gain) over
the compared methods. As for UMN dataset, we follow the
frequently-used practice to report the average AUC by calcu-
lating frame-level AUC on three individual scenes [45]. Like
most VAD methods, VCC achieves near-perfect performance
on the relatively simple UMN dataset, and produces an average
frame-level AUC above 99%; Although the sparse Subway
Exit provides less video event data for training DNNs than
other datasets, VCC still yields a decent performance (over
91% frame-level AUC), which is readily comparable to most
existing methods.
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TABLE III
AUC COMPARISON ON UMN
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SF [34]

SR [26]

LSA [93]

MAC [85]

SCD [94]

GAS [35]

Unmasking [86]

AM-GAN [47]

TCP [67]

AnomalyNet [45]

NNC [68]

vcc

96.0%

97.8%

98.5%

98.3%

91.0%

99.7%

95.1%

99.0%

98.8%

99.6%

99.3%

99.4%

TABLE IV
AUC COMPARISON ON SUBWAY EXIT

MDT [21]

SR [26]

LSA [93]

AMDN [5]

CAE [37]

SCD [94]

Unmasking [86]

LSTM [39]

FCN [6]

NNC [68]

SRNN-AE [46]

SIGNet [59]

DeepOC [53]

vcC

89.7%

80.2%

88.4%

87.9%

80.7%

82.4%

85.7%

87.7%

90.2%

95.1%

89.7%

95.7%

89.5%

91.4%

C. Detailed Analysis

1) Ablation Studies: For our VCC framework, the proposed
video event extraction scheme and ensemble strategies in
VCTs are important components. To justify their necessity,
we conduct ablation studies with the basic VCC framework
under the frame-level criteria. We conduct the following
studies and show results in Table V: (1) We compare four
different event extraction schemes (FR: frame based learning,
SDW: sliding windows with motion filtering, APR: appearance
based extraction only, APR+MT: the proposed joint extraction
based on appearance and motion). Note that SDW is not
used on ShanghaiTech, because it produces excessive Rols
that are beyond our hardware capacity. We can draw several
conclusions: First, the proposed APR+MT constantly pos-
sesses a noticeable advantage over other methods. As shown
by row 1, 2, 3, 6 of each dataset in Table V, the performance
of APR+MT leads FR and SDW by 2.7%-4.6% AUC, while
both FR and SDW are widely-used strategies in literature.
In particular, it is found that SDW even underperforms FR on
both UCSDped2 and Avenue. This observation suggests that
an imprecise localization of Rols can be counterproductive
to VAD performance. As to the comparison of APR and
APR+MT, the latter strategy prevails by 1.8%, 2.5% and 1.2%
AUC on UCSDped2, Avenue and ShanghaiTech respectively,
which validates the importance of comprehensive localization.
(2) We compare three configurations of ensemble strategies
in VCC: Without any VCT type ensemble, without modality
ensemble (w;,, = 0), with both VCT type (for both appearance
and motion completion) and modality ensemble. By comparing
row 4, 5, 6 of each dataset in Table V, we come to two
conclusions: First, through fully exploiting temporal context
with the proposed VCT type ensemble, a 1.3%, 2.1% and
0.4% AUC improvement is achieved on UCSDped2, Avenue
and ShanghaiTech respectively. Second, introducing motion
information by modality ensemble constantly leads to bet-
ter performance. Specifically, modality ensemble produces a
significant AUC elevation (up to 8%) on UCSDped2, while
more than 1% AUC improvement is also achieved on Avenue
and ShanghaiTech. The great performance leap on UCSDped?2
can be attributed to the fact that its gray-scale frames contain
limited appearance information, while motion plays a more
important role in discriminating anomalies.

2) Effectiveness of Enhancement Solutions: As discussed in
Sec. IV-B, enhanced VCC outperforms basic VCC by a large
margin. This section will provide a more detailed comparison
that shows how enhanced VCC improves performance by

TABLE V

ABLATION STUDIES OF VCC FRAMEWORK

Datase | FR

SDW  APR

APR+MT | VCT Type

Modality | AUC

v

UCSDped2

v
v

AN

AN

94.6%
93.3%
95.5%
96.0%
89.6%

XN

97.3%
86.8%
85.2%
87.1%
87.5%
88.2%
89.6%
70.2%

Avenue

AN

73.6%
74.4%
73.5%
74.8%

ShanghaiTech

NN XX NN XX{XYN XN
NOXXXYNYN O XXX YYN OXNXN

AN

each enhancement solution. As can be seen in Table VI, the
comparison is made on four levels: (1) Localization-level.
As shown by row 1-2 of each dataset in Table VI, using optical
flow (OF) constantly outperforms gradients (GD) by 0.3%
to 1.4% AUC on all datasets, which validates OF as better
motion cues for Rol localization. (2) Event-level. As shown
by row 2-3 of each dataset in Table VI, the spatially-localized
strategy (Block) enables tangible performance gain on those
datasets that are evidently influenced by varied foreground
depth and scales. For example, it produces 7.9% and 2.4%
AUC improvement on UCSDped]l and ShanghaiTech respec-
tively. (3) Model-level. From row 3-4 of each dataset in
Table VI, we can observe a consistent improvement up to
1.7% AUC brought by ST-UNet across all datasets, which
validates the effectiveness to exploit semantics and temporal
context information by the model-level solution. (4) Decision-
level. First, based on results of row 4-5 of each dataset, the
mixed score metric achieves comparable or superior VAD per-
formance to the original MSE. In particular, an approximately
1% AUC improvement is observed on ShanghaiTech, which
is the most challenging benchmark with abundant high-level
foreground structure. Second, by row 5-6 of each dataset
in Table VI, our score rectification (SR) based on temporal
averaging enables us to obtain an unanimous and notable AUC
growth (0.5%-4.4% AUC gain). Besides, we compare several
different ways to set the weight w, in Eq. 13, discussion
of which is provided in supplementary material due to page
limit.
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TABLE VI
COMPARISON BETWEEN ENHANCED VCC AND BAsic VCC

Dataset ‘ GD OF ‘ Block ‘ UNet  ST-UNet ‘ MSE Mixed SR ‘ AUC
v v v 97.3%

3 v v v 97.6%
I v v v v 97.6%
3 v v v 98.1%
= v v v v 98.2%
v v v v | 99.0%

v %4 4 89.6%

3 v v v 90.0%
£ v v v v 90.0%
z v | v v 91.7%
v v v v 91.7%

v v 4 v | 922%

= v v v 74.8%
e v v v 74.8%
E| v v v v 77.2%
2 v v v v 77.6%
7 v v v 4 78.5%
v v v v v | 802%

v %4 4 78.8%

3 v v v 79.3%
I v v v v 87.2%
9] V| v v v 87.3%
> v | v v v 87.3%
v v v v v | 87.7%

4 v 94.4%

v v v v 95.1%
s v | v v 97.3%
o v v v v 98.1%
v v v 4 98.1%

v v v 4 V' | 99.4%

- 4 v v 84.9%
& v v v 86.3%
S v v v v 86.3%
2 V| v v v 86.8%
@ v v v v 87.0%
v v v v v | 91.4%

3) Visualization: In Fig. 9, we choose some representative
normal and abnormal video events from datasets and plot
VCC’s generated patches and optical flow maps, so as to
demonstrate how VCC discerns anomalies intuitively. The
magnitude of pixel-level completion errors are visualized by
heat maps. Given the visualization in Fig. 9, we discover
several interesting facts: (1) For normal video events, VCC
is able to infer the erased patches and their optical flow
satisfactorily. In case of normality, most completion errors
are moderate. By contrast, abnormal video events incurs
sharp and prominent errors in completion, while their motion
completion also suffers from obvious errors in both magnitude
and direction of optical flow. (2) The completion errors of
normal events are spread around the object contour in a
relatively uniform manner. Unlike normality, the distribution of
anomalies’ completion errors is evidently non-uniform, while
most of them are semantically meaningful. As heat maps show,
intense completion errors of anomalies are often concentrated
on some high-level parts of anomalous foreground objects,
e.g. the riding bicycle, thrown paper in the sky, the waving
backpack or fast-moving body parts like legs and hands.

4) Additional Remarks: Apart from previous discussion,
we make some additional remarks on our VCC approach: (1)
Connections to frame prediction and reconstruction. In fact,
when the whole frame is considered as one video event
and only type-D VCTs are completed, VCC is equivalent
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Fig. 9. Visualization of erased patches and their optical flow (Target), cor-
responding completed patches (Output) by VCC and appearance completion
error maps (Error). In the error map warmer color indicates larger error.

to frame prediction. In other words, frame prediction can be
viewed a special case of VCC, but VCC enjoys superior VAD
performance to frame prediction based methods (see Table I)
and the case using only type-D VCTs (see Table V). Besides,
when the core component of VCC, i.e. VCTs, are replaced by
plain reconstruction of STCs, our experiments usually report
a 3% to 7% AUC loss, which validates the necessity of VCTs.
(2) We report and analyze the computational cost of VCC in
supplementary material. Besides, possible acceleration are also
discussed in supplementary material.

V. CONCLUSION AND LIMITATION

This paper proposes VCC as a new solution to DNN
based VAD. VCC first utilizes appearance and motion as
complimentary cues to extract Rols of foreground objects,
so as to accomplish both precise and comprehensive video
event extraction. By erasing a certain patch, each video event
is transformed into a VCT. To solve a VCT, DNNs are
trained to infer the erased patch and its optical flow, which
spurs DNNs to capture video semantics rather than low-
level details. Subsequently, VCC is then equipped with VCT
type ensemble and modality ensemble, which enable VCC
to fully exploit spatio-temporal context and consider richer
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motion information. To further ameliorate VCC, we develop
a series of practical enhancement solutions, which lead to
the enhanced VCC. Extensive empirical evaluations justify
VCC as a highly effective VAD solution that achieves highly
competitive performance under both frame-level and pixel-
level criteria.

Limitations: Despite the effectiveness of VCC, we also
observe some limitations: (1) It can be difficult for VCC to
detect static anomalies like loiterers. Since we extract video
events from a few temporally adjacent frames (e.g. 5 frames),
abnormal loiterers and normal pedestrians often behave simi-
larly in such a short time period, which makes it hard for VCC
to distinguish between the two behavioral patterns. (2) As
introduced in Sec. IV-C.4, the current VCC implemented
by Python has not yet met the requirements of real-time
video processing in spite of the acceptable inference speed.
(3) To extract high-quality video events, we need to manually
adjust the parameters like the thresholds in Algorithm 1 by
considering the characteristics of different datasets. Although
these parameters can be fixed for a typical video scene once
determined, they still rely on manual empirical selection.
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